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A first course in linear algebra covering linear systems, matrices, determinants, vector spaces, inner product spaces, and eigenvalues and
eigenvectors, including proofs of theorems and propositions in each topic.

Contact L
List the Major Course Segments (Units) Lecture el Clln_lcal Work-b_a —
Hours Practicum Learning
Hours
Systems of Linear Equations 5
Matrices 8
Determinants 8
Vector Spaces 12
Inner Product Spaces 8
Other Topics 4
- Linear Transformations
- Diagonalization
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MAJOR COURSE SEGMENT HOURS LEARNING OUTCOMES
The student will be able to:
Systems of Linear Equations
Parametrization 1 Write solution of linear system in parametric form
Elementary Row Operations 1 Learn to use elementary row operations
Gaussian and Gauss-Jordan elimination 2 Row-reduce a matrix to row-echelon or reduced row-
echelon form
Application: Polynomial Curve Fitting 1 Find polynomial through n data points




Matrices

Matrix Operations

Learn matrix operations

Transpose and Inverse of a Matrix

Use transpose and inverse of a matrix and prove
theorems about matrix properties

Elementary Matrices

Use elementary matrices

Application: Least Squares Regression

Find line of best fit for n data points

Determinants

Computation of Determinant

Learn how to compute determinant

Properties

Learn properties of determinants and prove
theorems about them

Applications: Eigenvalues and Eigenvectors, Cramer’s Rule

Find simple eigenvalues and eigenvectors

Use Cramer’s Rule to solve linear systems

Vector Spaces

Vector Operations and Properties

Learn vector operations and their pro

Vector Spaces and Subspaces

Recognize vector spaces and subspaces

Spanning and Linear Independence

Determine spanning and linear independence and
prove theorems about vector spaces

Basis and Dimension

Find a basis for a vector space

Rank and Nullity

Understand rank and nullity of a matrix

Coordinates and Change of Basis

Find coordinates of a vector relative to a basis and
find transition matrix from one basis to another

Application: Linear Differential Equations

Find the solution space of a homogeneous
differential equation

Inner Product Spaces

Length and Unit Vectors

Compute length of a vector




Dot Product and Angle Between Vectors 2 Compute dot product of 2 vectors
Understand inner product spaces and prove
Inner Product Spaces 2 : product sp prov
theorems about them
N Find orthogonal projection of one vector onto
Orthogonal Projections 1 : 9 project v
another
Use Gram-Schmidt orthonormalization procedure to
Application: Gram-Schmidt Orthonormalization 2 construct an orthonormalized basis for an inner
product space
Other Topics
. . Learn basic ideas of linear transformation: kernel,
Linear Transformations 2 .
range, rank, nullity, etc.
Diagonalization 2 Learn to diagonalize a matrix
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45

COURSE OUTCOMES* [

At the successful completion of this course, students will be able to:

Solve linear system in parametric form.

Use elementary row operations

Perform matrix operations

Compute determinants

Recognize vector spaces and apply subspace test

Determine spanning and linear independence

Find basis and dimension for a vector space

Perform operations in an inner product space

* Course Outcomes will be used in the Assessment Software for Outcomes Assessment. Limit to 3 - 5.

Prove theorems involving matrices, determinates, vector space, inner product spaces, and eigenvalues




